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Abstract
To combat the deluge of enterprise breaches, government
agencies have developed and published a wealth of cybersecu-
rity guidance for organizations. However, little research has
studied this advice. In this paper, we conduct the first system-
atic analysis of government guidance for enterprise security.
We curate a corpus of prominent guidance documents from
41 countries and analyze the availability of advice, the cov-
erage provided by the advice, and the consistency of advice
across countries. To facilitate detailed analysis and compar-
isons, we develop a tree-based taxonomy and quantitative
comparison metric, and then apply these tools to analyze
“essential” enterprise best practice documents from ten coun-
tries. Our results highlight a lack of consensus among the
governments’ frameworks we analyzed—even among close
allies—about what security measures to recommend and how
to present guidance.

1 Introduction

Governments worldwide are working to educate and sup-
port constituent organizations in improving their cybersecu-
rity. Many countries even have dedicated agencies, such as
the U.S.’s Cybersecurity and Infrastructure Security Agency
(CISA) and Singapore’s Cyber Security Agency (CSA),
whose missions include helping companies to defend against
and recover from attacks. Operating in a complex ecosystem
composed of both continually evolving adversary behavior
and embellished industry marketing claims, CISOs and other
senior security leaders carefully track recommendations from
these government agencies, which they view as an important
and impartial source of cybersecurity guidance [60].

Yet, despite the critical role that government guidance plays
in shaping security programs, little prior analysis has been
done of governments’ cybersecurity guidance. Understanding
the guidance companies receive is critical; without it, we lack
the foundation to determine if these government efforts are
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effective. Our work aims to bridge this gap by answering the
following research questions:

RQ1: Availability: Which countries publish recommenda-
tions to enterprises? Is this guidance generic, or is
specific guidance available (e.g., targeting specific in-
dustry sectors, business sizes, or or technologies)?

RQ2: Coverage: Do these recommendations span all the
security themes observed in existing security frame-
works? Is there comprehensive coverage of specific
security controls? What level of detail is provided?

RQ3: Consistency: Are security themes consistently cov-
ered? Are recommended controls consistent? Do coun-
tries provide diverging or contradicting advice?

To answer these questions, we introduce a taxonomy for build-
ing a structured representation of enterprise security guidance
that allows us to compare guidance across countries. We
survey prominent security guidance from 41 countries, and
systematically analyze a sample of 10 documents from differ-
ent countries using this taxonomy. Additionally, we develop
and use a metric that allows us to compare the advice be-
tween countries’ frameworks to determine the consistency of
recommended controls and their implementation guidance.

Rather than observing consensus, we find that the govern-
ment documents we analyzed vary substantially in what they
recommend and how they construct guidance. Most of the
41 countries we examined publish voluminous guidance ma-
terial via a bevy of differently scoped documents. For their
general-purpose documents intended for any corporate entity,
these governments differ in whether the intent of the document
is completeness or prioritization, how compact or extensive it
is, whether it is further decomposed into maturity levels, and
what kind of incentive is provided (if any) for following it.

The essential controls that our sampled government sources
identify have little overlap. For a set of guidance documents
from 10 countries, only 2 of 166 observed controls were uni-
versally agreed upon. Even the most widely promoted con-
trols are explained in varying degrees of detail, ranging from
a single generic sentence to multiple pages of implementation



instructions. Across the board, the countries we analyzed dif-
fer from each other pairwise by about 53%—and even close
allies (US, UK, and Australia) differ nearly as substantially.
Moreover, we also find direct contradictions between the ad-
vice from different countries about the same security controls.

In summary, we contribute:
• The first systematic review of government advice for

enterprise security, spanning 41 countries.
• A taxonomy of enterprise security advice, including a

systematization of 10 government guidance documents.
• An analysis of prominent enterprise guidance provided

by government agencies in ten countries showing signif-
icant lack of consensus on advice and its presentation.

• Public release of our data and code to allow future studies
to extend our work.1

Together, our results call into question the expert consensus
backing enterprise cybersecurity guidance. We argue that the
differences that we observe are largely a byproduct of subjec-
tive opinions based on limited evidence. Our work serves as
a call to the community to build stronger empirical evidence
on what security controls are most effective.

2 Related Work

We draw inspiration from the body of work that studies secu-
rity advice for individuals. Ion et al. [18] and Busse et al. [4]
compared what security experts vs. non-experts view as the
most valuable security practices, and Redmiles et al. [38]
studied at scale how users perceive the quality of security and
privacy advice. These studies have concluded that advice for
individuals is too voluminous to be usable [38, 39] and pro-
posed interventions for making advice more actionable [42].
Other work has looked at individuals’ advice seeking behav-
iors [30, 36, 37] and adherence to advice [9, 65]. Finally, Acar
et al. [1] studied security advice for software developers.

The literature on enterprise security guidance, however, is
sparse. Wolf et al. [60] conducted interviews with security
managers at small businesses and found that organizations per-
ceive government security advice as more trustworthy, albeit
less usable, than industry sources. However, their work does
not analyze advice itself. Other work has looked at security
compliance requirements and identified gaps and inaccuracies
in three sector-specific compliance standards [50] as well as
what motivates organizations to implement security measures
beyond such requirements [51]. There is also criticism of
how enterprise security primitives are commonly framed, cou-
pled with counterproposals such as formal analysis [34] and
explicit trust relationships [47].

Additionally, a growing body of work has studied how in-
dividual players operate in the enterprise security landscape,
including CISOs [29, 43, 60], cyberinsurance providers [6,
31], security operations centers (SOCs) [21, 23], and threat

1https://doi.org/10.5281/zenodo.15612458

hunters [3,27]. Other work has documented enterprises’ secu-
rity governance processes [45,46,59], described and critiqued
the degree of governments’ security oversight [10, 56], and
developed political and sociological theory of governments’
cybersecurity actions [7, 48]. However, these prior works do
not systematically analyze enterprise security guidance itself.

3 Published Guidance Documents

In this section, we describe how we identified and selected
guidance documents, the availability of guidance, and how
guidance is presented.

3.1 Identifying Guidance

Below we describe how we built our dataset of the most
prominent government security guidance documents.

3.1.1 Selecting Prominent Countries

We start our search for guidance documents by identifying
countries whose governments are prominent in the security
landscape. We combine six rankings of countries with com-
plementary objectives and methodologies: four cybersecurity,
one technological development, and one population:

1. ITU Cybersecurity Commitment. The International
Telecommunication Union (ITU) ranks countries based
on their commitment to cybersecurity, as demonstrated
through legal, technical, organizational, educational, and
collaborative efforts [53].

2. National Cyber Security Index. The National Cyber
Security Index (NCSI) ranks countries’ security matu-
rity based on policy, diplomacy, education, research, and
incident response capacity indicators [8].

3. Cybersecurity Exposure. The Global Cybersecurity Ex-
posure Index uses data from Microsoft to rank countries
based on targeted attacks (e.g., ransomware) [33].

4. Cyber Power Index. The National Cyber Power Index,
from the Harvard Kennedy School, ranks countries on
“cyber power” using capability and intent indicators such
as international engagement, education/awareness cam-
paigns, offensive actions, and security technology indus-
try development [57]. We used the Defense ranking.

5. Global Finance Tech Advancement. Global Finance
magazine ranks countries by technological advancement,
based on Internet and cell network penetration, digital
competitiveness, and R&D spend [15].

6. Population Rank. Finally, we considered the largest
countries by population [16].

Taking the union of the top 10 countries from each list yielded
41 total countries across 6 continents (Appendix A, Table 3).
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3.1.2 Finding Guidance Documents

For each of the 41 countries, we conducted an Internet search
for government-published enterprise security guidance. We
conducted searches manually, because prior work found that
over 90% of security advice for individuals was missed by
automated methods [38]. During our search, we likewise ob-
served a long tail of website idiosyncrasies that were best
navigable through human judgment (e.g., long tail of descrip-
tive terms and open-ended or generic-sounding index pages).
Five researchers participated in the search, conferring with
each other as needed during the process, each researching a
subset of the 41 countries.

First, we collected a list of potentially relevant govern-
ment agencies. We used two sources: (1) a list of government
agencies from the United Nations (UN) Cyber Policy Por-
tal [12], which releases cybersecurity strategy, policy, or legal
documents;2 and (2) independent Google searches for govern-
ment agencies with public-facing pages about cybersecurity
(“<country> cybersecurity <minstry|agency|department>”).
Second, we systematically investigated each agency’s website
to find guidance. This systematic search consisted of manu-
ally iterating through menus, sitemaps, and cross-references to
find resources. We did not search for state/province resources.

For agencies that do not focus on cybersecurity (e.g., a
defense agency) but had a site search function, we searched
within the site for “cybersecurity” or a local-language trans-
lation (as found through Google translate). If we found no
guidance on an agency’s site (e.g., a national police force that
informed the public about their cybercrime-fighting divisions,
but did not publish security advice), we dropped the agency
from consideration. We used Google Translate to navigate
and understand non-English web pages and PDFs. For each
country, we also identified 1–3 primary documents: those
most prominently featured on agency websites and/or linked
to most frequently from other pages on the websites.

For comprehensiveness, to supplement this agency-based
search, we performed direct Google searches of the form
“<country> government cybersecurity recommendations”, it-
erating through substitute terms such as “business security”
and “guidelines.” We pursued search results beyond the first
page until we reached saturation on relevant results. This di-
rect search turned up no materially new guidance resources.3

3.1.3 Limitations

While we attempted to find guidance from each country
through multiple avenues, both traversing agency websites
identified by the UN and using public search engines, we can-
not guarantee that we were able to find all documents. The

2Except for Taiwan, which was not included in the UN database, but
which has unique cybersecurity interests.

3Direct searching found two outdated versions of materials already cat-
aloged: one Luxembourg resource that had been relocated to a different
domain, and one English translation of a superseded Estonian standard.

manual nature of searching by multiple researchers may have
missed documents and the dynamic nature of search engines
might lead to other results at different points in time. We con-
ducted our searches from within the U.S. using Google in En-
glish, which could affect the documents we found compared
to local search engines (e.g., Yandex). Further, our Google
translations for search terms may lack needed nuance.

It is impossible to prove that we found all documents, but
the fact that our validation searches for guidance on Google
did not surface additional documents provides some reassur-
ance that we found the most important documents publicly
promoted by each country. We were able to find documents
for every country except Russia, which has repeatedly indi-
cated its intent to block access to government websites from
Western search engines [24]. It may be that we are simply
unable to access Russian guidance without bypassing coun-
try security mechanisms. In other cases, we may miss niche
documents and underestimate the guidance provided.

3.2 Availability and Types of Guidance

With the exception of Russia, we found published cybersecu-
rity guidance from all of the countries we investigated (Ta-
ble 1). Oftentimes, we found dozens of advice resources. For
most countries, these resources emanated from 2–5 agencies
or ministries, not all of which had a primary security mis-
sion. Except for Indonesia, Nigeria, and Mexico, nearly all
countries (37/41) have at least one general-purpose guidance
document available (i.e., addressed to all organizations about
broadly securing their infrastructure). Most countries had
multiple such documents, and nearly a third had five or more
documents with this same general-purpose scope. The U.S.
far outflanks other countries in sheer volume of guidance,
with 18 general-purpose resources.

Beyond general-purpose guidance, the vast majority of
countries also publish a suite of guidance documents that are
more targeted in scope. We identified six classes of targeted
guidance: documents intended for a particular industry sector
or for companies of a specified size, documents about secur-
ing a particular technology, documents addressing a specified
threat model, documents focused on a particular mitigation,
and documents contextualized in a moment in time. Below,
we outline key features of these classes of guidance.

3.2.1 Audience-Focused: Sector, Size, Technology

These classes of guidance documents provide advice on topics
specific to a particular audience or setting. The vast majority
of countries (37/41) published at least some guidance about
securing particular types of technologies, but specific cov-
erage varied substantially. The top two technologies were
cloud systems (25 countries) and network appliances (22),
followed by cryptographic systems (19), web, and mobile sys-
tems (each 18). A long tail of technologies also surfaced in
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Australia 4 6
Austria 8 2

Bangladesh 5 2
Belgium 2 4

Brazil 2 1
Canada 2 6

China 2 5
Czechia 4 1

Denmark 4 7
Egypt 2 1

Estonia 1 3
Finland 2 3
France 4 9

Germany 2 4
India 10 4

Indonesia 3 0
Israel 3 5
Japan 5 3

Lithuania 1 2
Luxembourg 6 3

Malaysia 1 3
Mexico 0 6

Netherlands 5 2
New Zealand 8 6

Nigeria 5 0
Norway 1 3
Pakistan 2 1

Poland 1 6
Russia 0 0

Saudi Arabia 3 3
Singapore 1 5

Slovakia 3 3
S. Korea 3 1

Spain 5 10
Sweden 4 4

Switzerland 5 3
Taiwan 2 5

UAE 3 3
Ukraine 8 1

UK 3 7
US 36 18

# Countries 39 37 40 23 29 34 22 12 13 10 12 8 37 25 22 18 18 19 16 17 17 33 24 22 19 18 15 14 35 24 22 15 14 14 14 37 19

Table 1: Guidance Availability. Nearly every country releases general-purpose guidance as well as more targeted documents.

our search, including robotics (Bangladesh), printers/copiers
(U.S.), dashcams (Malaysia), and hearing aids (Norway).

Beyond specific technologies, most countries also issued
guidance targeted to particular industry sectors (34/41), but
again exhibited high variance in coverage. The most common
sectors were government and defense (22 countries) and fi-
nance (13). Other common sectors correspond to industries
often considered as critical infrastructure, such as health, trans-
portation (esp. rail and ships), education, water, and energy;
29/41 countries published guidance aimed at critical infras-

tructure broadly. However, we also observed a long tail of sec-
tors, including political campaigns (France), lawyers (UK), e-
sports (Luxembourg), and computer-controlled chicken coops
(Israel, Appendix Figure 7). The long-tail of sector-specific
guidance also came in part from countries with no guidance
for the six most common sectors (e.g., Japan, Lithuania, and
Czechia released guidance for factories, hotels, and satellites,
respectively, which most countries omit).

Guidance tailored to companies of a particular size was
more uniform in coverage. About half of countries published



such guidance, and when present, these resources almost
exclusively focused on small to medium sized businesses
(SMBs). Only four countries had resources addressed to larger
organizations: Canada, U.K., Australia, and the U.S. While
not our focus, we also observed many countries that pub-
lished guidance addressed to individual employees or citizens
(35 countries) and/or training program materials for security
professionals (19 countries), indicative of a rich ecosystem of
government efforts to help different audiences.

3.2.2 Threat-Focused: Threat, Mitigation, Time

These classes of guidance center on the adversarial at-
tack/defense landscape in which companies operate. Most
countries published some form of guidance addressing a spe-
cific threat model of concern; the most common issues were
(D)DoS (24 countries), ransomware (22), and phishing/spam
(19). Unlike audience-focused guidance, threat model spe-
cific guidance coverage was more bimodal: countries either
had targeted guidance for most of the top threat models in
our dataset, or had guidance for nearly none at all. However,
we still observed a long tail of coverage including deepfakes
(US), drone attacks (Spain), scattered electromagnetic radia-
tion (Finland), and malicious e-books (Lithuania).

In accordance with a shifting threat landscape, nearly every
country also released some form of time-sensitive advice,
typically (but not exclusively) from a national CERT. Postings
covered topics such as defending against new ransomware
strains, patching recent CVEs, and navigating contemporary
events like COVID-19 or national elections.

Finally, some guidance focused on specific methods for ad-
dressing threats (e.g., MFA or network segmentation). Group-
ing mitigations using the top-level themes from our analysis
framework (Section 4.1.1), we identify the top themes of tar-
geted guidance as incident response (24 countries), IAM and
authentication (22), and risk management (15).

3.2.3 Who Publishes Guidance?

Governments’ guidance authorship is frequently decentral-
ized. Countries had a median of three agencies publishing
enterprise security guidance, but with high variance stem-
ming largely from sector-specific guidance released by agen-
cies whose primary mission centers on that sector. Even for
security-focused agencies, nested sub-agencies sometimes
have separate websites from their parent agency and host
guidance that might not be co-authored by their parent agency
(e.g., for India, CSK ⊂ CERT-IN ⊂ MeitY, and NCIIPC ⊂
NTRO). The U.S. overwhelmingly had the largest number
of agencies issuing advice (36 agencies), followed by India
(10), and subsequently Ukraine, New Zealand, and Austria
(each with 8 agencies). Even looking only at general-purpose
guidance, the U.S.’s 18 documents originate from four sepa-
rate agencies (CISA, NSA, FBI, and NIST). Given potential

limitations of our search, these results may still underestimate
guidance, particularly in non-English speaking countries.

3.3 Presentation

Previously, we identified general-purpose “primary” docu-
ments that serve as governments’ main modes of addressing
organizations broadly. In this section, we examine how these
documents are presented. We find that the format, intent, size,
and complexity of primary guidance documents varies widely
from a simple page on an agency website to a PDF dozens of
pages long.

3.3.1 Document Intent

Many documents contained some form of preface text that
explicitly indicates the document’s purpose, audience, and/or
approach. Using this preface text, we categorized documents
into four groups based on their intent:

• Essential Control Lists: Guidance that only present a
pared-down list of controls deemed most worthwhile.
Distinguished by words like “essentials,” “top N,” “ba-
sics,” or, by inference, short length. Example: Bel-
gium’s CyberFundamentals Framework contains a “Ba-
sic” level document that describes security measures that

“provide an effective security value” for all enterprises.
• Control requirements: Security criteria with mandatory

or auditable compliance for designated organizations
(e.g., defense contractors). Example: Pakistan’s primary
guidance describes itself as required for government and
critical sector suppliers but also “encouraged for private
and commercial sector organizations”.

• Catalog: Non-opinionated lists of controls which rely
on the readers’ judgment to select and prioritize. Dis-
tinguished by descriptive text to this effect (e.g., that
choice of controls may depend on the organization and
its risk tolerance). By inference, extensively long docu-
ments that do not frame themselves as either basics or
requirements are also categorized as such; we apply this
inference using consensus of three researchers. Exam-
ple: The US’s NIST Cybersecurity Framework states that

“the way organizations implement the CSF will vary” and
that it “assists its users in learning about and selecting”
specific controls/mitigations.

• Not Controls: Guidance that lacks an itemized list of se-
curity measures to implement, and instead presents an ab-
stract framework or approach. Example: New Zealand’s
Cyber Security Framework “sets out how the NCSC
thinks, talks about, and organises cyber security efforts”,
without listing any associated controls.

We catalog the full list of primary documents and their in-
tent in Appendix E, Table 5. For our investigation, we were
primarily interested in the guidance documents that captured



what governments consider essential security advice for en-
terprises. For example, our analysis focuses on the U.S.'s
essentials-focused Cybersecurity Performance Goals rather
than the catalog-type NIST Cybersecurity Framework, since
the former encodes its authors' value judgments on worth-
while controls in a way that the latter does not. Thus, we
focused on only the �rst of these four categories (33 / 57 pri-
mary documents).

3.3.2 Length, Complexity, and Tone

Our set of “essential” guidance documents varies in length,
complexity, and tone (Appendix F, Table 6). In terms of
length, documents varied from India's 217-word document
that spanned less than one page, to Japan's two-part guide-
line of a 15K+ word “Cybersecurity Management Guidelines”
and accompanying implementation guide of over 35K words.
Although some variation in word-length comes from more
controls (as we address in Section 4), some documents simply
contained far more words per control than others, ranging
from more implementation details (Section 4.5), to providing
explanations that justi�ed the purpose of controls, to simply
having more verbose language. For example, New Zealand
spends 3,391 words on patching alone, while Bangladesh
spends 3 words:“Implement patch management.”

Beyond length, documents varied in the complexity of
language used and tone. We use the Flesch-Kincaid Grade
Level [22], based on Flesch reading ease [11], to estimate
the reading grade level of English guidance documents. This
method is the most widely used reading-ease metric and has
been show to be a meaningful, albeit imperfect, metric for
security domain-speci�c text [35]. As it is only designed for
English, we do not compute it for guidance documents with
no of�cial English version available. Using this metric, we see
a wide range of reading levels: New Zealand's documents can
be read with a high school education, while the US, France,
and Japan are written at a graduate degree level.

Some countries, such as Luxembourg, used colloquial lan-
guage that appeared to mimic casual banter (e.g.,“Passwords
must be looong. To make it even more secure, use a com-
bination of numbers, capital and lower-case letters, as well
as punctuation marks.”). Others, such as advice from Singa-
pore, presented using more formal and structured imperatives:

“The organisation shall change all default passwords and re-
place them with a strong passphrase, e.g., it should be at least
twelve (12) characters long and include upper case, lower
case, and/or special characters.”

3.3.3 Limitations

Of the 33 essential guidance documents we analyzed, 22 are
in English or had an of�cial English version (Appendix E,
Table 5); we used English versions when present. For the other
11 documents, we relied on Google Translate, which could

miss nuances in tone. We also acknowledge that our tone
interpretation may be biased or miss cultural norms, and our
reading complexity metric does not measure global readers'
perceived complexity.

4 Guidance Analysis

In this section, we analyze the guidance provided in ten “es-
sential” guidance documents from ten countries spanning
�ve continents: Australia, Egypt, India, Israel, New Zealand,
Norway, Singapore, Ukraine, U.K., and U.S. (Appendix F,
Table 6). This includes the U.S.'s Cybersecurity Performance
Goals (CPGs), Australia's Essential Eight, Singapore's Cyber
Essentials, and Norway's Basic Principles for ICT Security.
We chose these ten countries as a subset of sources represent-
ing: (1) a diversity of global regions, (2) examples of allied
countries that coordinate on cybersecurity (U.S., U.K., and
Australia), and (3) a balance of document lengths. While we
chose documents to compare across these dimensions, our
results may not generalize beyond these ten countries.

4.1 Enterprise Guidance Taxonomy

Guidance in the documents we analyzed varies widely in
terms of suggested controls, implementation details, and pre-
sentation format. To compare these documents, we introduce
a hierarchical taxonomy for systematically mapping and com-
paring guidance. Our taxonomy has two high-level goals:

1. Comprehensive: Our taxonomy must provide broad cov-
erage to compare and recommendations across countries.

2. Hierarchical: Our taxonomy must facilitate �ne-grained
comparisons that identify conceptual and implementa-
tion level similarities and differences.

Since no existing taxonomy is suf�ciently hierarchical, we
developed our own by combining two existing control frame-
works to meet Goal 1 (§4.1.1), and then using a structured set
of attributes to add further hierarchical depth to meet Goal 2
(§4.1.2). We speci�cally map the recommended controls in
guidance documents into a �ve-level semantic tree:

Level 1: Themes:Broad security topics that group together
sets of related controls, such asAsset Management
or Network Security.

Level 2: Subthemes:Focused groups of controls united
around a common goal within a given theme. For
instance, subthemes withinNetwork Securityin-
cludeArchitecture and Segmentation, DNS Secu-
rity, andTraf�c Inspection.

Level 3: Controls: Distinct security components, counter-
measures, or practices to advance security within a
given subtheme. For instance, controls forTraf�c
InspectionincludeVisibility of Encrypted Commu-
nicationsandContent Disarm and Reconstruction.



Level 4: Attribute Identi�ers: Boolean indicators for
whether a guideline contains speci�c types of in-
formation about a control's implementation. For
instance, does thePatching and Remediationcon-
trol specifywhatassets scope to patch, the target
timeline forwhento patch, and/orhowpatching
should be conducted?

Level 5: Attribute Values: The concrete attribute values
for a control. For example, forwhenassets should
be patched, the attribute might be2 days, while
another might specify2 weeks.

This hierarchical structure allows us to model guidance docu-
ments as trees for subsequent analysis (Section 4.2).

4.1.1 De�ning Themes and Controls

The top three levels of our analysis framework—themes, sub-
themes, and controls—dictate how we can distinguish and sort
advice content from different countries. To ensure broad cov-
erage when creating these top levels, and to avoid overrelying
on a single industry source, we merged two popularcommon
controls frameworksdesigned to help compliance teams in
enterprises harmonize their many security compliance require-
ments: �rst, Secure Controls Framework [5] (SCF), developed
by industry expert volunteers; and second, Adobe Common
Controls Framework [2] (CCF). Each contains several hun-
dred controls loosely binned into top-level themes such as
GovernanceandVulnerability Management.

We used a qualitative methods approach to build themes,
subthemes, and controls based on these two frameworks. We
treat themes, subthemes, and controls as a set of semantically-
grouped deductive codes, forming our codebook's top-level
themes by merging the top-level categories between the two
frameworks, which had high consistency. Within each theme,
we merged and grouped similar controls (which may differ
in wording, depth, or coverage) to form our own list of sub-
themes and controls. We then iteratively re�ned the code-
book based on group discussions while applying the code-
book to government guidance data. The �nalized codebook—
containing 29 themes, 93 subthemes, and 228 controls (Ap-
pendix D)—became the �rst three levels of our taxonomy.

4.1.2 Normalizing Control Implementation Details

As described, our merged control framework enables us to
comparewhichcontrols and themes are included, but it lacks
the granularity to compare the implementation guidelines for
each control. To support more granular systematic analysis,
we extend our taxonomy by adding a third and fourth layer that
describe theattributesof each control using a set of structured
questions drawn from classic journalism practice [26]: Who,
What, When, Where, and How. This framing provides us with
a set of deductive codes that are simple to apply to each

control. For instance, attributes for a control about patching
can include attributes aroundwhat issues to patch,where
(what systems) to patch, andwhen(how fast) to patch.

Speci�cally, the third layer nodes indicate whether or not
the guidance contains any Who, What, When, Where, or How
details about a control. The �nal layer contains the con-
trol's speci�c details for each attribute (attribute values). For
instance, the U.S.'s CPGs specify to patch “within a risk-
informed span of time,” while Australia's Essential Eight
say to patch critical vulnerabilities “within 48 hours of re-
lease”. Both address the same attribute of patching timeline
(“When?”), but differ in their speci�cs. We developed this
layer inductively from the data during analysis.

4.2 Analyzing Guidance Documents

Our taxonomy allows us to transform unstructured guidance
documents into a normalized and structured form for compar-
ison (e.g., Appendix Figure 9).

4.2.1 Systematizing Guidance Documents

We used our taxonomy to construct semantic trees for each of
our ten guidance documents as described below.

Mapping Themes and Controls. First, we mapped each
document's controls into the top three layers of our taxon-
omy (themes and controls). Five researchers conducted this
mapping using descriptive �rst-cycle coding [44]. For each
country, two researchers independently coded controls, then
met to resolve disagreements. Although we did not aim to
(nor did we) hit saturation with guidance document content,
we saw reasonably little long-tail guidance content that de�ed
categorization, and no clear patterns therein (Section 4.4.2),
which lends con�dence that our taxonomy captures key con-
cepts with reasonable comprehensiveness.

Mapping Attributes and Speci�cs. Next, we built out at-
tributes for the controls in the three most frequently occurring
subthemes across the ten guidance documents: Backups and
Redundancy, Patching and Remediation, and Authentication.
Focusing on the subthemes with (near-)unanimous support
from guidance documents provided us with the clearest com-
parison of how these documents discuss control implemen-
tation. We assigned each phrase of each control to one of
our taxonomy's attributes; Table 2 shows an example. One
researcher constructed the attribute values layer inductively
using straightforward in-vivo open coding [44] of a control's
phrases which had been labeled with the relevant attribute.

Limitations. Mapping guidance content into our taxonomy
hinges on a clear understanding of what the guidance commu-
nicated. For the three non-English documents among our ten
selected (Israel, Ukraine, Egypt), there is a risk that meaning
was lost in translation. Our focus was on concrete imperatives



Attribute Description Control Phrase

What? Patch what issues? “All known exploited vulnerabilities
(listed in CISA's Known Exploited Vulnerabilities Catalog)”

Where? Patch which systems? “internet-facing systems”
When? Patch when? “within a risk-informed span of time”
How? Patch what �rst? “prioritizing more critical assets �rst”

Table 2:Example Control Decomposition.Text from original CISA CPG Control: “All known exploited vulnerabilities (listed
in CISA's Known Exploited Vulnerabilities Catalog) in internet-facing systems are patched or otherwise mitigated within a
risk-informed span of time, prioritizing more critical assets �rst.”

(e.g., enforcing password rotation every 90 days) rather than
nuances or tone. A spot-check by a native Hebrew speaker
between the Israeli guidance document and our translation, as
well our own spot-check between the English version of Nor-
way's document and our Google translation of the Norwegian
version, did not surface substantive differences. Additionally,
we checked for off-topic or hard-to-parse text that might in-
dicate mistranslation. We identi�ed one such case: Egypt's

“Activate `Register' in order to better investigate any security is-
sues”would have been better translated as “Activate logging.”
Our three translated guidance documents could possibly con-
tain other errors that went unnoticed by our team. However,
the vast majority of translated text made understandable use
of domain-speci�c language, with no obvious oddities.

4.2.2 Comparing Guidance Documents

To concretely capture the overall differences between ad-
vice represented in our framework's tree structure, we devel-
oped a quantitative tree-comparison metric that represents
the (dis)similarity between two guidance documents. For our
particular taxonomy, this metric has three goals:

1. The comparison metric is designed for rooted trees where
the order of child nodes under a parent does not matter
but their labels do.

2. The metric allows comparing documents that contain par-
tially non-overlapping controls or mismatched depths.

3. The metric should weight differences near the root more
heavily than near the leaves (i.e., two documents have a
higher dissimilarity if they cover different themes than
documents with identical themes but different controls).

Unfortunately, we �nd that existing tree comparison metrics
do not serve our purposes. For example, existing metrics use
domain-speci�c tree properties that do not match our use case,
such as for physical-world simulations [49] or user purchase
histories [63]; compare taxonomic rearrangements of a �xed
set of leaf nodes (e.g., candidate evolutionary trees), rather
than different node sets [28, 62, 64]; struggle with scalabil-
ity [62]; weight changes near the root the same as changes
near the leaves [20,25]; or operate on non-rooted trees [52].

Thus, we introduce a new tree edit-distance metric for our
analysis. Our comparison metric considers only leaf-node
insertion and deletion operations. The weight of inserting or

Figure 1:Visualization of Tree Distance Metric.Transform-
ing the orange tree (left) into the blue tree (right), both mapped
into the same taxonomy (gray), involves removing the nodes
labeled `–' and adding the nodes labeled `+', each weighted by
its distance from the root. The total weight of the trees' union
is 2+ 3

2 + 5
4 + 2

8 + 3
16 = 5:1875. The total distance (dissimilar-

ity) between trees is thus(1+ 2
2 + 4

4 + 1
8 + 2

16)=5:1875= 0:63.

deleting a node depends on its distance from a dummy root
node at the top of a document's tree (the parent node to all
Level 1 “Theme” nodes), and drops off exponentially with
distance. For example, inserting a top-level “theme” node of
Vulnerability Management has a weight of 1; a second-level
“subtheme” node of Vulnerability Identi�cation,1/2; a third-
level “control” of Vulnerability Scanning,1/4; a fourth-level
“attribute identi�er” about what systems to scan,1/8; and a
�fth-level “attribute value” about web servers,1/16.

To compute our metric for two documents' trees, we iden-
tify the minimal set of nodes that must be inserted or deleted
to transform one tree into the other, sum these nodes' weights,
and normalize by the total weight of the union of nodes in
the two trees.4 Thus, our metric provides a score that quanti-
�es the (dis)similarity between two documents' trees: lower
scores mean higher similarity (i.e., a score of zero means
identical advice) and higher scores mean greater differences.
Figure 1 shows a simple example of computing this metric.
This metric satis�es all of our goals: it operates on rooted un-
ordered labeled trees, handles trees that contain some disjoint
or mutually exclusive nodes, and employs an intuitive weight-
ing scheme that equally weights nodes at the same conceptual
level in our framework.

4For those familiar with the Jaccard index, this distance can alternatively
be conceptualized as a weighted Jaccarddissimilarity.



4.3 Content Volume and Depth

We �rst investigate the differences between the structure of
countries' primary cybersecurity guidance documents. Across
the board, we �nd that guidance differs substantially, in terms
of both the number of controls highlighted and level of detail.
This variance suggests disagreement both in what terms of
what governments believe is essential for organizations' pro-
tection as well as the level of detail that organizations need to
correctly implement those controls.

To quantitatively compare the content in each guidance
document, we consider a “universal tree” reference point,
which consists of the union of all document trees with our
original analysis framework based on common controls. We
then use our tree distance metric to compute dissimilarity
between each country's guidance tree from our universal tree
(quantifyinglack of coverage), then take one minus distance
to get coverage. New Zealand provides the most total content,
covering 71% of the universal tree, followed by Norway (66%)
and the US (58%). At the other extreme, India covers only
21% of the tree, with Ukraine and Egypt following at 23%.

Higher content volume could result from greater depth (e.g.,
more details about controls) or greater breadth (e.g., more rec-
ommended controls). To better understand differences, we
visualize each country's guidance document as a tree. (Note
that we only see depth in a few subthemes because we only
build out attributes for the controls in the most popular sub-
themes: see Section 4.2.1.) As shown in Figure 2, control
breadth and the density of attribute values correlate, but there
exist exceptions. For example, New Zealand is the most spe-
ci�c in its recommendations and is second only to Norway
in breadth. In contrast, Singapore's content volume comes
more from its breadth, while Australia's comes more from
its depth of detail about each control. Similarly, India and
Ukraine have comparable content volume (21% vs. 23% of
the overall taxonomy), but India's tree shows greater breadth
while Ukraine has more depth.

4.4 Content Agreement: Coverage

We next examine the consensus (and lack thereof) over rec-
ommended essential security controls.

4.4.1 Full and Mixed Consensus

Themes. As can be seen in Figure 4, there is mixed agree-
ment about what security themes and controls are essential. In-
deed, only three themes are covered by all ten countries' docu-
ments: business continuity and disaster recovery, identity and
access management, and vulnerability and patch management.
Beyond these three, we see a signi�cant drop in agreement. Of
the 27 themes that appear in at least one country's guidance,
only 8 themes are covered by more than 75% of guidance
documents. Over half of the content—15 of 29 themes (52%)—
sits in the middle, neither consistently included nor consis-

tently excluded. This includes security training (5 countries),
web security (4), and threat intelligence (3), and subthemes
such as asset inventory (6 countries), spam/phishing email
protection (5), and third-party risk management (4).

Controls. The lack of strong consensus between countries
becomes even starker when looking at subthemes and individ-
ual controls: 75 subthemes appear in at least one guidance doc-
ument, but only 9 / 75 (12%) are recommended by over 75%
of countries. For controls, this drops to 5 / 166 (3%) recom-
mended as essential by over 75% of countries. Most controls
appear in only one or a few countries' guidance documents,
forming a long tail of recommendations (Figure 5). Over a
third of included controls remain in the middle, neither con-
sistently included nor consistently excluded: 59 / 167 (35%).
For instance, while all 10 countries' documents discussed
patching vulnerabilities, far fewer provide recommendations
on how to scan for (3 countries) or prioritize vulnerabilities
(6 countries), and/or how organizations should manage their
vulnerability program (2 countries). Strikingly, only 2 out of
the 166 controls unanimously appear in all countries' guid-
ance: backups and patching.

4.4.2 Long Tail of Coverage

A long tail of advice is recommended as essential by only
a small minority of countries. Four themes (15% of the 27
covered themes) appear in less than 25% of countries' guid-
ance: maintenance (2 countries), compliance and auditing
(1 country), enabling customers' security (1 country), and
human resources security (i.e. considering employees as po-
tential insider risk, 1 country). Among subthemes and con-
trols, even more sparsity exists: 33 / 75 (44%) subthemes
and 102 / 166 (61%) controls appear in less than 25% of the
guidance documents.

Part of this long tail results from countries with signi�cantly
longer essential-guidance documents. For example, Norway
has the largest coverage and presents 9 / 16 subthemes that
appear in only one country's document. However, this long
tail of advice also resulted from unique or unusually speci�c
security controls that de�ed typical categorization. Examples
include Australia's advice to annually validate“Microsoft
Of�ce's list of trusted publishers”, Norway's advice to“build
back better”when restoring services after an incident, and
Israel's advice to avoid unnecessarily disclosing“details that
are not essential to the functioning of the organization's sys-
tem”. Perhaps the most unexpected long-tail advice came
from the U.S.:“Organizations sponsor at least one “pizza
party” or equivalent social gathering per year that is focused
on strengthening working relationships between IT and OT
security personnel and is not a working event (such as pro-
viding meals during an incident response).”This long tail of
rarely proffered advice could either result from other countries
explicitly deciding the content is less important, or because
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